NUMERICAL SIMULATION OF PARTICLE TRANSPORT IN A DRIFT RATCHET
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Abstract. The directed transport of micro-particles depending on their size is the basis for particle sorting methods that are of utmost importance in life sciences, e.g. A drift ratchet is a Brownian motor that allows for such a directed transport. Hereby, the particle motion is induced by a combination of the Brownian motion and asymmetries stemming for example from the domain’s geometry, electrical fields, or transient pressure boundary conditions. We simulate a particular drift ratchet which consists of a matrix of pores with asymmetrically oscillating diameter wherein a fluid with suspended particles is pumped forward and backward, and where the particles’ long-term transport direction depends on their size. Thus, this setup allows for the continuous and parallel particle separation, which has been shown experimentally. However, for a deeper understanding and for an optimized parameters’ choice further investigations, i.e. simulations, are necessary.

In this paper, we present first results achieved with our parallel three-dimensional simulation codes applied to a still simplified scenario. This simplification is necessary to isolate different phenomena (asymmetries and Brownian motion, e.g.) in order to check their relevance for the particle transport. The simulation codes are based on (adaptive) Cartesian grids in combination with finite volume and finite element discretisations. Cartesian grids allow for a very efficient implementation of the solver algorithms and an efficient balanced parallelisation via domain decomposition. The achieved simulation results show the effectiveness of our approach and give some strong hints on a directed particle transport already with the simplified model we used here.
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1. Introduction. In life sciences, methods for sorting macromolecules such as proteins or DNA according to their size are of utmost importance. However, there are no generally applicable methods known yet. For example, gel-electrophoresis [31, 33] as the established and commonly used method for DNA sorting strongly depends on a deeper knowledge of the chemical and physical properties of the DNA particles. Thus, methods using micro-lithographically produced “sieves” or “channels” have been developed as an alternative approach. In this context, the principle of Brownian motors (“ratchets”) [1, 29, 30] with electrical fields acting as driving forces for particle motion has been examined but has not yet provided technically utilisable outcomes. These Brownian motors are based on the fact that thermal fluctuations and asymmetries in the applied electrical fields induce a particle transport in non-equilibrium systems, and the long-term direction depends on particle properties such as the particle size.

In contrast to these sieve and channel systems, the required asymmetries in our drift ratchets [21] are included in the channels’ geometry. These channels – called pores – have a radius varying with the axis direction. In addition, the drift ratchets use

*Institut für Informatik, TU München, Boltzmannstraße 3, 85748 Garching, Germany ([brenk,bungartz,mehl,muntean,neckel,weinzierl]@in.tum.de).
an oscillating flow of a fluid in which the particles are suspended as a stimulus for particle motion instead of electrical fields [20, 25]. The core of our ratchets is a matrix consisting of a high number of the three-dimensional pores (see Fig. 1.1). This matrix is embedded in a fluid domain with one fluid basin at each side of the pore matrix. At the beginning of the sorting process, particles are evenly suspended in the fluid. A pressure pump induces an oscillating forward and backward flow through the pore matrix. A directed movement of particles is induced by asymmetries in the pore geometry (see Fig. 1.1), by the oscillations of the applied pressure [21], and by the Brownian motion of the fluid and, thus, of the particles, too. As the direction of the particle movement depends on the particle size, this method can be used for a continuous and parallel particle sorting.
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**Fig. 1.1.** Visualisation of the drift ratchet taken from [21]. Schematic representation (a), scanning electron micrograph of the complete porous structure (b) and of two pores (c). The length of one pore period is 8.4µm, the minimum diameter is 2.5µm, and the maximum diameter is 4.8µm.

The long-term objectives of our work are the explanation and understanding of all relevant physical effects, the identification of the main influencing factors for particle transport direction, and, based on this, the derivation of a simplified mathematical model that is still reflecting all relevant phenomena with a sufficient accuracy. A question in this context is, for example, whether the full coupling between fluid flow, particle transport, and Brownian motion can (partly) be neglected or not. The resulting “minimised” model will, finally, be used for the optimization of system parameters (pore geometry, pressure, e.g.) for given sizes of particles to be sorted. The first and essential steps for the isolated examination of the phenomena involved and their relevance for the transport effects are examinations of the transport of a single particle in one geometric period of a realistic three-dimensional ratchet pore. The aims are, first, to build up a data basis in order to judge the applicability of simplified particle transport models such as the Faxen correction [13] that compute the particle movements on the basis of a particle-free velocity field and, second, to observe whether a particle transport can already be observed without taking into account the fluid’s Brownian motion. The model we use for this purpose is a combination of the Navier-Stokes equations for the fluid flow and transport equations derived from Newton’s law of motion for the suspended particles. As the size of our pores and particles is in the range of micrometers and the particles are considered as non-deformable spherical bodies, we do not have to switch to simulations of molecular dynamics (such as those described in [36, 23]) which would be neccessary an on even smaller spatial scale (nanoscale). An alternative approach for the simulation of the fluid dynamics would be a Lattice-Boltzmann method. With the help of the Chapman-Enskog pro-
procedure, the Navier-Stokes equations can be derived from suitable Lattice-Boltzmann equations. In this sense, both models are equivalent.

Computationally, the resulting coupled low-transport scenario represents a challenging task for several reasons: First, as can be seen from Fig. 1.1, the three-dimensional geometry is rather complicated and has to be represented with a good accuracy which requires a high resolution of the computational grid. Second, we talk about fluid flow with a very low Reynolds number (≤ 0.1), which causes numerical stability problems for explicit time discretisation schemes and, at first sight, suggests to either perform a great many of time steps or switch to implicit time discretisations. Both approaches result in very high computational costs. Third, even if we can solve this instability problem, we still have to compute a big number of time steps as we have to cover several pumping periods of the pressure pump. If we restricted ourselves to smaller time intervals, a directed particle transport would not be observable. Fourth, we examine a coupled multi-physics and multi-scale problem composed of the flow field, the particle movements, particle interactions with the pore’s walls, and the Brownian motion. Thus, we are faced with different phenomena in different domains (fluid flow – particle movement), different types of models (deterministic fluid flow – stochastic Brownian motion), and highly different time scales (Brownian motion, pressure frequency and long-term averaged direction of particle movements). Fifth, we have to deal with large particle movements covering the whole computational domain which makes for example Lagrangian grid methods inapplicable. The question is, how to algorithmically realise and implement such a system in an efficient way.

As a general concept to handle the multi-physics problem, we apply a partitioned approach, that is we do not establish and solve an overall equation for flow and particle transport on the whole computational domain but, instead, compute fluid flow and particle movement separately and interconnect both phenomena via suitable coupling strategies (Sect. 2). As underlying models for fluid flow and particle movement, we use the incompressible time-dependent Navier-Stokes equations and Newton’s laws of motion (Sect. 3). To discretise our model, we use an (adaptive) Cartesian grid in the fluid domain and a surface triangulation for the particles (Sect. 4.1). In Sect. 4.2, we describe the applied finite volume and finite element discretisations of the Navier-Stokes equations. The time discretisation scheme is described in Sect. 4.3. It includes a solution for the time-scale problem due to the different time scales of the relaxation of fluid flow with its very low Reynolds number as a reaction on changes in the boundary condition on the one hand and the oscillation of the pressure boundary conditions on the other hand. In addition, we address the question how to ensure divergence free velocity fields also in the case of changes of the particle representation in the Eulerian (i.e. fixed) grid and changes of the boundary conditions on the particles’ surface as a result of the solution of the motion equations for the particle. Sect. 5 shortly introduces the codes we use. Simulation results are presented in Sect. 6. Finally, we draw conclusions and give a short outlook on our future work in Sect. 7.

2. The partitioned approach. Our scenario – with a fluid phase and explicitly resolved particles transported by the fluid – is a typical multi-physics problem. As the advances both in computer architecture and in numerical methods and algorithms more and more allow for the simulation of complicated scenarios, multi-physics problems have become a central subject in Scientific Computing in the last years. Numerous examples can be found for instance in the fields of fluid-structure interaction
Two general approaches are known to handle the resulting models composed of several parts stemming from the different physical phenomena involved: First, the monolithic approach, and, second, the partitioned approach.

The monolithic approach summarises all physical effects in one single model, that is a set of equations covering the whole computational domain and all phenomena to be simulated. The result is a very accurate but also very complex and, thus, computationally expensive model. In many cases, this complexity requires the reduction to a macro model – possibly giving up the resolution of space. In addition, the monolithic model is restricted to a single type of application and can hardly be reused in similar or different cases. In contrast to this, partitioned approaches [27, 28] resort to existing models and software for the single phenomena involved (fluid flow, structure movement, e.g.) and establish a coupling between these submodels via boundary conditions and iteration methods in the final algorithm. We use the partitioned approach due to its simplicity and modularity. Our work is concerned with the derivation of an as simple as possible model for the drift ratchet. Thus, we have to be able to change the setup by either changing single components (fluid flow with and without Brownian motion, particle movement purely induced by the fluid or additionally by an ‘own’ Brownian motion, e.g.) or adding/eliminating whole components (particles, e.g.). In a monolithic approach, all these changes would require a change of the model, whereas in a partitioned approach, the changes are restricted to the concerned component and, therefore, of course much easier to be realised. For these reasons, we choose the partitioned approach consisting of a fluid and one (or several) particle component(s). Thus, we can integrate the two software components in a modular way and easily enhance the system by additional aspects or exchange components.

To really exploit the whole flexibility offered by partitioned approaches, the implementation of the resulting coupled simulation has to be done very carefully. In particular, a change or exchange of one component of the overall setting should not affect the other components. In most common approaches, the involved simulation codes are directly coupled to each other. That is, they directly exchange data and the iteration process used for the overall time stepping of the coupled system is defined in these codes themselves. Thus, all involved simulation codes have to be adapted to their ‘partner’ codes and to the coupling strategy (i.e. the type of iteration for time stepping) whenever one component is altered. Even if we use sophisticated and powerful toolboxes such as MpCCI [14], we can’t completely eliminate these drawbacks: The dependency of all codes on the coupling strategy remains unchanged, and even the data exchange, that is the type of interpolations and projections of data between the computational grids of the involved codes, has often to be tailored to particular features of the solvers such as higher order elements.

To improve this unsatisfactory situation, we have developed the coupling environment FSI&ce [4]. The underlying idea is to use a client-server approach with a coupling software acting as the client which collects data from and sends data and jobs to the solvers that act as servers in this context. The strict separation and hiding of the solvers from each other and from the coupling strategy is guaranteed

- on the algorithmic level by the integration of the whole control of the coupled simulation in the coupling client and
- on the data level by an independent data structure describing the coupling
surfaces (surface triangulation) in the coupling client.

For our drift ratchet scenario, however, the situation is simpler than in the general case. The particles are rigid spherical bodies. Thus, their motion can be described by the four parameters velocities (three in 3D) and rotation speed. The other way round, all the particle needs to know from the fluid is the integrated force acting on its surface. This makes the exchange of grid data at the interfaces between fluid and particles obsolete. Therefore, we use a simplified coupling approach here. The triangulation of the particles’ surfaces is only used to establish the initial geometry for the simulation (see Sect. 4.1).

3. Model equations. This section shortly describes the underlying mathematical models both for fluid flow and for particle transport.

3.1. Fluid flow: the incompressible Navier-Stokes equations. As the fluid in the drift ratchet pores is a liquid under moderate pressure without any external forces, we use the three-dimensional time-dependent incompressible Navier-Stokes equations:

\begin{align}
\nabla \cdot \mathbf{u} &= 0, \\
\frac{\partial \mathbf{u}}{\partial t} - \frac{1}{Re} \Delta \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{u} + \nabla p &= 0,
\end{align}

where \( \mathbf{u} \) denotes the three-dimensional velocity vector, \( p \) the scalar pressure, and \( Re \) the Reynolds number of the flow field. On our scale of observation (micro scale), the suspended particles are explicitly considered which makes a non-Newtonian representation of the fluid obsolete.

3.2. Particle movements: Newton’s law of motion. Since we consider a particle in the drift ratchet to be spherical, solid, homogeneous, and of fix mass \( m \), the particle motion may be described by a translational and rotational acceleration according to Newton’s second law of motion. Thus, we get the simple set of ordinary differential equations

\begin{align}
\dot{u}_p &= \frac{F}{m}, \\
\dot{\omega} &= \frac{M}{\Theta},
\end{align}

that allows us to compute the translational and angular velocities \( u_p \) and \( \omega \) as well as, by integrating once more for a given time step size \( dt \), the new position \( x_{\text{bary}} \) of the barycentre and the new angle \( \varphi \). \( F \) denotes the total force on the particle, \( M \) corresponds to the total torque acting on the particle. The constant inertia \( \Theta \) of a homogeneous sphere rotating for example around the \( x_3 \)-axis is computed as

\[ \Theta = \rho \int_V (x_1^2 + x_2^2) \, dx = \frac{2}{5}mr^2, \]

where \( r \) is the radius of the sphere.
4. Discretisation. This section describes the discretisation of the coupled problem. As already mentioned above, no extra spatial discretisation will be used for the particles (besides from their representation in the computational grid of the flow solver), as their rigid body motion is defined by a small number of scalar values without spatial resolution. Thus, we will restrict to the spatial discretisation of the fluid domain and the flow equations in Sect. 4.1 and Sect. 4.2. For the time stepping (Sect. 4.3), however, the particles’ movements play a non-negligible role.

4.1. Grids. As computational grids, we use Cartesian grids in our flow solvers. At first sight, they have the disadvantage of a reduced accuracy in comparison to (unstructured) triangular grids for complicated geometries. But, due to their strict structure and inherent recursive construction (see Sect. 5), these grids offer a lot of advantages in terms of simplicity, runtime, and memory efficiency.

In addition, the lack of accuracy can be remedied using adaptive refinements (see Fig. 4.1) or particular operator discretisations [2] at complicated boundaries.

![Fig. 4.1. Three-dimensional adaptive Cartesian grid for two geometric periods of a drift ratchet pore.](image)

The geometry of the pore is given either in analytical form (see [32] for details) or – like the particles – as an approximated surface triangulation. Based on this geometric information, our Cartesian grids including geometry information are constructed in a recursive manner (see Sect. 5 for details).

The motion of the particles is realised via an Eulerian approach based on the marker-and-cell method that was originally introduced in the sixties by Harlow and Welch for the simulation of free surface problems in [19]. We transfer this method to our moving particles, that is each particle is represented by a certain number of grid cells marked as ‘particle’ cells. In the case of a regular grid, a change of the particle position only induces a change of those cell markers but leaves the grid itself unchanged. It is obvious that this is a local and, thus, very cheap operation. In the case of an adaptive grid, possible adaptive refinements around the particle (either for a better representation of the particle or for a more accurate discretisation of the velocities and/or the pressure) should ‘follow’ the particle movement (see Sect. 5.2). As an example, Fig. 4.2 shows a two-dimensional adaptive Cartesian grid for refinement level six at the initial and the final position of a particle. Even this redefinition of the adaptive refinements is a rather local operation which is, in addition, facilitated by the location-aware recursive structure (cf. [18]) of our grids. In general, we stay far below the maximal costs of one sweep over all (old and new) grid cells.
As a consequence, the construction of the modified grid is much cheaper than in the case of Lagrangian approaches using mesh deformation techniques that require the solution of an additional partial differential equation to achieve a numerically useful grid (see [9], e.g.). Thus, the simulation of large displacements of particles which may even cross the complete computational domain is possible.

4.2. Finite volumes and finite elements. We use different spatial discretisation schemes for regular and adaptive Cartesian grids: For regular grids, we use a finite volume discretisation that was developed in [12] following [37]. For adaptive grids, we use a combination of finite volumes and finite elements as the generalisation of finite volume discretisations to adaptive Cartesian grids is much more complicated and much less natural at least for operators associated to vertex-centered degrees of freedom.

4.2.1. The Navier-Stokes equations: divergence and pressure gradient. The discretisation of the continuous Navier-Stokes equations (3.1) and (3.2) by finite volumes and finite elements, resp., results in a semi-discrete system of equations:

\[
M u_h = 0
\]

\[
A \frac{d u_h}{dt} + D u_h + C(u_h) u_h - M^T p_h = 0.
\]

Here, \( A \) denotes the mass matrix (which may be lumped), \( D \) the discrete diffusion and \( C(u_h) \) the discrete convection terms. The discrete gradient \( M^T \) is the transpose of the discrete divergence operator \( M \). This results from the fact that the pressure acts as a Lagrange multiplier ensuring the fulfillment of the continuity equation in this context (cf. [37]). For the divergence operator \( M \), we use a finite volume discretisation both in the regular and in the adaptive case. The control volumes in this case correspond to the grid cells. We use (bi)linear interpolation of the velocities at the cell faces to approximate the flux over the faces. As the resulting discrete divergence operator only requires data owned by the cell, that is velocity values associated to the cell’s vertices, it can be used for adaptive grids as well as for regular grids.

4.2.2. Consistent forces. Since the force values at the geometric interface carry the coupling information from the fluid to the particles, a very accurate computation of the forces is of utmost importance. Therefore, we use the method of consistent forces
described in [17] which has been adapted to both our finite volume and finite element discretisations (see [5]). Hereby, we just have to use the semi-discrete momentum equations (4.2) at the particle boundary nodes $i$, $i = 1, \ldots, N$:

$$f_i = \left( A \frac{du_h}{dt} + D u_h + C(u_h)u_h - M^T p_h \right)_i.$$

The occurring operators are evaluated already for the flow simulation analogue to the operator evaluation at inner fluid nodes with the only difference that the corresponding integrations are performed over fluid cells only and not particle cells that touch the particle boundary nodes. As particles are considered as rigid bodies, we do not need local forces and, in particular, do not have to map forces to the boundary nodes of a structure solver grid, but only have to compute the overall forces acting on the whole particle. These forces result from the local values $f_i$ by simple summation over boundary nodes:

$$F_h = \sum_{i=1}^{N} f_i,$$

$$M_h = \sum_{i=1}^{N} r_i \times f_i,$$

where $r_i$ denotes the radius vector (from the particle's midpoint) of the $i$th boundary node\(^1\). These formulas allow for both an accurate and efficient computation of the forces at the interface.

### 4.2.3. Finite volumes: diffusion and convection.

We use the finite volume discretisation for regular Cartesian grids. The discretisation is described in detail in [4]. In this description, we restrict ourselves to the most important features of the two-dimensional Navier-Stokes equations: The control volumes used have the same size as the cells itself but are centred around the vertices of the cells (see Fig. 4.3 for the two-dimensional case). For the diffusion term, we get the well-known five-point stencil in 2D or seven-point stencil in 3D, respectively.

![Fig. 4.3. Allocation of degrees of freedom for velocities and pressure and control volumes for the continuity and the momentum equation in the two-dimensional case (cf. [4]).](image)

For the convective term, we interpolate the velocity values to the vertices of the control volumes according to a particular interpolation method interconnecting all

---

\(^1\)There is no scaling with the elements size appearing in the formulas above since this is already done automatically in our finite volume or finite element discretisation, respectively.
components of the three-dimensional velocity vector (see [4, 11] for details). The interpolation is chosen such that the fulfillment of the discrete continuity equation with the divergence operator $M$ from (4.1) is equivalent to the pointwise fulfillment of the continuous form (3.1). We use these interpolated values to approximate the convective flow over the volume faces. Due to the symmetry of the interpolation, the resulting convection operator is antisymmetric [11]. The consistency of the convection operator is guaranteed by the fact that, due to the special interpolation, the continuity equation holds for all four subquadrants of the control volume if it holds for all four cells that share a subquadrant with the control volume [4].

4.2.4. Finite elements: diffusion and convection. In order to achieve the spatial discretisation of the diffusion and the convection operator in the continuous momentum equations (3.2) via finite elements, we use tri- or bilinear ansatz- and test-functions. To tackle locally different refinement levels in our adaptive grids, we use a strictly cell-wise operator evaluation. That is, we compute the corresponding integrals in the weak form of the momentum equations not over the whole supports of the test-functions but, instead, in a cell-wise manner. Thus, the complete operator values for regular grids result from summing up the contributions of (integrals over) all eight/four adjacent cells of the current node. For adaptively refined grids, we have to use suitable interpolation and restriction operators to correctly transport cell-contributions to vertices with differing refinement levels of the adjacent cells (for details, see [18]).

4.3. Time discretisation. Although the adding of transported particles to the fluid flow hardly produces any extra cost or effort regarding the spatial discretisation, we will see in this section that this is not the case for the time discretisation, where we have to take into account several additional aspects. First, we have to handle the (highly) different time scales of the oscillations of the boundary conditions being slow compared to the reaction of the flow field on changes of boundary conditions (cf. Sect. 4.3.2). This first complication only results from the very low Reynolds number and not from the particle transport. However, second, we have to find methods ensuring mass conservation even after a movement of a particle or changed velocities at the particles’ surface as a result of solving the equations for the particle motion (cf. Sect. 4.3.3).

4.3.1. Chorin’s projection. The semi-discrete Navier-Stokes equations (4.1), (4.2) resulting from the spatial discretisation have to be discretised in time. We realise this by using an explicit Euler step, e.g., in combination with Chorin’s projection method [8]:

\begin{align}
  \tilde{u}_h^{(n+1)} &= u_h^{(n)} + dt A^{-1} \left( D u_h + C(u_h) u_h \right), \\
  (MA^{-1}M^T) p_h^{(n)} &= \frac{1}{dt} M \tilde{u}_h^{(n+1)}, \\
  u_h^{(n+1)} &= \tilde{u}_h^{(n+1)} - dt M^T p_h^{(n)},
\end{align}

where the superscript $(n)$ denotes values associated to time step $n$ or time $t^{(n)}$, respectively. Thus, our time steps are very cheap and, in particular, do not require the solution of a non-linear system of equations as occurring in implicit time discretisa-
tions of the Navier-Stokes equations as a result of the non-linear convection terms \((\mathbf{u} \cdot \nabla) \mathbf{u}\).

### 4.3.2. Decoupling of time scales.

For stability reasons, the time steps of explicit schemes are restricted depending especially on the minimum mesh size \(h_{\text{min}}\) of the grid. For the explicit Euler method in two dimension, e.g., the corresponding conditions (see [34] e.g.) are

\[
 dt < \max \left\{ \frac{Re}{4} h_{\text{min}}^2, \frac{h_{\text{min}}}{|u_{1,\text{max}}|}, \frac{h_{\text{min}}}{|u_{2,\text{max}}|} \right\},
\]

where \(|u_{i,\text{max}}|\) is the maximum absolute value of the velocity component \(i\) in the computational domain. For a low Reynolds number such as the ones used in our drift ratchet scenario, condition (4.6) reduces to

\[
 dt < \frac{Re}{4} h_{\text{min}}^2.
\]

Thus, we have to reduce our time steps by a factor of four each time we half the spatial mesh width \(h\). In addition, \(dt\) becomes very small due to the tiny Reynolds numbers \((Re \leq 0.1)\). In order to avoid a huge number of time steps to be computed, we exploit the different time scales of the relaxation of a low Reynolds number flow to a stationary flow as a reaction of varying boundary conditions on the one hand and of the pressure oscillation on the other hand:

- We choose a time step \(DT\) approximating the pressure oscillation period with a suitable accuracy:

\[
 T^{(N)} = N \cdot DT, \quad N = 1, 2, \ldots, \frac{T_{\text{end}}}{DT}.
\]

- We compute the stationary flow for the pressure boundary conditions \(p_{\text{bound}}^{(N)}\) associated to the current time \(T^{(N)}\) by performing small time steps \(dt\) fulfilling (4.7) until we reach an equilibrium state. As initial conditions, we use the already known solution at time \(T^{(N-1)}\). \(\mathbf{u}_h^{(N)}\), and \(p_h^{(N)}\) are set equal to the computed equilibrium values.

For an example run (for detailed simulation parameters see Sect. 6.1), we perform small times steps \(dt\) until we reach an equilibrium or steady-state solution with zero forces (see Fig. 4.4). The large time steps \(DT\) are applied to discretise the changes of the boundary conditions and to update the particle position and (if necessary) its representation in the computational grid.

### 4.3.3. Particle motion.

To capture the motion of a particle, we perform a weak (explicit) coupling between flow solver and particle motion: After each (large) time step \(DT\) of the flow solver, we update the particle positions and continue with the next (large) time step of the flow solver. For each update of the particle position, we integrate the motion of the particle’s barycentre \(x_{\text{bary}}\) for the large time steps \(DT\) corresponding to the equations (3.3) and (3.4) of Sect. 3 using the forces computed according to Sect. 4.2.2. We currently use an explicit Euler method to perform this numerical integration:
Fig. 4.4. Forces acting on a particle simulated using two different time scales: small time steps (indicated by crosses) used to compute an equilibrium state (zero forces) and large time steps (indicated by triangles) used to change boundary conditions and to update the particle position if necessary.

\[ u_p = u_p + DT \cdot \frac{F}{m_h}, \]
\[ \omega = \omega + DT \cdot \frac{M}{\theta_h}, \]
\[ x = x + DT \cdot u_p \]

with \( x \) denoting the particle position. The rotation of the particle can be neglected in the last equation due to the symmetry of the particles’ spherical shape. \( m_h \) and \( \theta_h \) are the discrete approximations of the particle’s mass and rotational inertia:

\[ m_h = \rho \cdot V_h, \]
\[ \theta_h = \sum_{k=1}^{K} m_k r_k^2, \]

if \( \rho \) is the constant density, \( V_h \) the volume of the discrete (grid) representation of the particle, \( k \) the index of a grid element associated to the inner part of the particle, \( K \) the number of elements representing the inner part of the particle, and \( r_k \) the radius of the respective element \( k \) with respect to the centre of the particle.

In addition to the position update, the boundary conditions of a node \( i \) at the particle’s surface have to be set to the new velocities

\[ u_i = u_p + \omega \times r_i, \]

(4.7)

where \( r_i \) is the radius vector of the barycentre \( x_{\text{bary}} \) to the node \( i \).
If the particle movement (possibly accumulated over several time steps) is large enough, the discrete representation in the Eulerian Cartesian grid of the flow solver will change. Thus, some grid points “loose” their degrees of freedom, others covered by a particle before become new degrees of freedom or new boundary points.

These changes of boundary conditions or particle positions in the spatial grid generally harm the continuity equation. If the continuity equation is not valid for the current velocity field, we get a wrong pressure (containing an artificial part enforcing mass conservation) and, thus, incorrect forces as boundary conditions for the computation of the particle’s movement in the subsequent time steps. In order to tackle this issue, we introduce an intermediate step similar to Chorin’s projection that restores the mass conservation: We define an artificial variable $q$ and define the new velocities $u_h^{\text{new}}$ after the projection step as

$$u_h^{\text{new}} = u_h^{\text{old}} - MT^T q$$

in the domain, \(4.8\)

$$u_h^{\text{new}} = u_h^{\text{old}}$$

at the boundary of the domain, \(4.9\).

Thus, to use $q$ to enforce mass conservation, we have to solve

$$\begin{align*}
(MM^T)q &= Mu_h^{\text{old}} 	ext{ in the domain, } \quad \text{(4.10)} \\
\frac{\partial q}{\partial n} &= 0 \text{ at the boundary of the domain. } \quad \text{(4.11)}
\end{align*}$$

Note that the system matrix $MM^T$ of equation (4.10) is not equal to the usual pressure Poisson system matrix $MA^{-1} M^T$ of (4.4).

If we only have to handle changes of the local refinement depth of the grid (e.g. as a result of the evaluation of an adaptivity criterion), we do not even have to solve an equation but only to use a suitable interpolation. For this purpose, we use the interpolation methods directly resulting from a basis described in [4].

4.3.4. Algorithm. Our time-discretisation results in the following algorithm (visualised in Fig. 4.5): After an initialisation of the geometry and variables in the computational domain, the global time loop starts. Herein, the global boundary conditions are set (for example oscillating pressure at inlet and outlet) and the new cell marker values due to jumps of the particles are computed. Afterwards, the new velocities at the particle boundary have to be computed according to (4.7). Chorin’s projection scheme (4.3)–(4.5) is then used in order to get the new velocity flow field that (eventually) has to be made divergence-free via (4.8)–(4.11). The method of consistent forces of Sect. 4.2.2 is applied to compute the forces on the particle that are used to check for the low Reynolds number steady state. If the flow regime is steady, a large time step $DT$ is carried out. It might cause a jump of the particle over one or even more Cartesian grid cells. Otherwise, the time $t$ is updated by a small time step $dt$ and the algorithm continues with an update of the particle boundary conditions.

5. The flow solvers: F3F and Peano. We use two different codes for the simulation of the fluid flow in the drift ratchet scenario: F3F and Peano. F3F offers the full functionality required for our application scenarios, whereas Peano is our completely new code validating that different sophisticated numerical techniques work
hand-in-hand if implemented in a suitable manner. Whereas F3F supports regular three-dimensional grids, Peano is capable of using both two- and three-dimensional adaptive as well as regular grids.

With F3F we solve application problems such as those presented in this paper. F3F is a parallel code capable of simulating all relevant phenomena of our example. Compared to F3F, Peano reduces cost: First on the numerical side by using adaptivity for Cartesian grids (resulting in both lower memory requirements and lower runtimes than for a regular grid with comparable accuracy); second, on the implementational side by the introduction of sophisticated data structures based on space-filling curves (resulting in a high cache efficiency). Peano shall be used for future simulations as soon as all features are completely integrated. Only a two-dimensional Navier-Stokes solver not yet capable of moving geometries is available.

Hence, we have both a stable and well-engineered code for actual computations and a second code which is tailored to numerical (adaptive grids, multigrid) and implementational (memory, parallelisation) efficiency, that will enable us to cope with the future challenges stemming from enhanced models (Brownian motion, etc.), to compute larger scenarios, and in which we are able to integrate a more sophisticated time stepping scheme.

5.1. F3F. F3F has a well-structured modular organisation, being composed of different modules providing well-defined functionalities and interfaces. The regularity
of the grid allows for the usage of simple data structures and algorithms. For FSI scenarios, F3F can completely handle the forces exerted by the flow on some rigid body, as well as the motion of that body in the flow. Furthermore, for more complex situations, the program provides an interface to FSI\textsuperscript{ce} for FSI simulations in a partitioned approach. For our particular application, we additionally implemented the algorithm from 4.3.4 to efficiently handle the different time scales.

The simulation program is used in a dual mode: serial and parallel. Due to the simplicity of the underlying data structures, the program uses a static domain decomposition for parallelisation. The partitioning of the computational domain is performed once in the setup phase of the program resulting in a static load balancing. Since F3F does not support adaptivity of the discretisation grid, the computational demands do not vary during the simulation. Thus, there is no need for complicated dynamic load balancing.

Another characteristic of F3F is the explicit assembly of the pressure equation system (4.4). This enables the easy integration of modules and use of different solvers for systems of linear equations, highly tuned for various computer architectures. Usually, we use our own implementation of a preconditioned Conjugate Gradient algorithm. By providing for this task a separate module, F3F allows for simultaneously different parallelisation schemes for the computational domain and for the solver of the linear equations, respectively. Especially for long runs, checkpointing of the simulation is implemented.

Thus, F3F can flexibly tackle various application scenarios, ranging from flows in simple geometries, to rigid bodies swimming in the fluid; short or long simulation runs can be computed in a serial or a parallel mode.

5.2. Peano. In contrast to F3F, the fluid solver Peano is not based upon an a priori discretisation of the computational domain. Instead, the fluid grid is created throughout the computation. Hereby, we embed the computational domain, i.e. the fluid domain where the Navier-Stokes equations are to be solved, into the unit square or unit cube depending on the problem’s dimension $d \in \{2, 3\}$. This geometric primitive is then subdivided into three pieces along each coordinate axis. For the resulting smaller subelements we repeat the subdivision recursively. The refinement process stops depending on the numerical accuracy to be achieved, the smoothness of the solution, and the boundary of the computational domain. This method corresponds to an octree approach [26], where the bi-partitioning is replaced by tri-partitioning, and yields an adaptive Cartesian grid. We will give a reason for the tri-partitioning in the following. The refinement process returns a grid hierarchy, where each refinement step corresponds to one grid level. Furthermore, not only the refinement process but also the resulting grids can be interpreted as a tree. We exploited this tree structure for the features implemented wherever possible, and all of these were implemented within a depth-first tree traversal.

One outstanding property of the fluid solver is the complete lack of the need to set up any global matrix. Thus, the memory required for the solution of the Navier-Stokes equations equals the memory needed to represent the data on the grid, and this amount is rather low. No additional (sparse) matrix data is needed. To be able to solve the arising systems of equations, we traverse the grid in an element-wise manner.
Throughout the traversal, the solver’s update scheme is applied directly on the grid’s vertices. Thus, every step of an iterative solver corresponds to one grid traversal.

In each time step, we use the grid of the predecessor time step as a starting point. During the grid depth-first traversal, one bit per tree node is sufficient to indicate whether this element is refined or not. Whenever an unrefined element, a leaf, is identified that should be refined (as the domain’s boundary runs through the element, e.g.) the bit is set, the 3d subelements are created and the traversal continues. The coarsening is realised in an analogous manner the other way round. To decide whether an element is to be refined, we use standard error estimators ([22], e.g.) throughout the pressure calculation. Furthermore, at the beginning of a time step, we identify top-down all the elements the boundary is running through, and update them where necessary. Thus, a moving boundary triggers the update of a small (local) number of elements only, and the grid’s boundary refinement but not the grid move with the domain’s changing boundary.

As the grid construction process yields a grid hierarchy, it is preferable to use a geometric multigrid approach to solve the pressure equations. Again, this perfectly fits to the top-down traversal: During the top-down steps we realise the interpolation, and during the bottom-up steps we implement the restriction. As a complete depth-first traversal would be a waste of time for most multigrid smoothing steps, we cut the tree horizontally below the level the algorithm is smoothing at that moment. As we interpolate the solution during the top-down traversal steps, the handling of hanging nodes is rather simple: On hanging nodes no degrees of freedom are located but the solution of the coarser grid is interpolated. Thus, we end up with a consistent, smooth discrete solution [40].

The efficiency of both the dynamic adaptivity and the multigrid algorithm relies on the performance one is able to achieve when traversing the discrete grid. Thus, we combined three different components to realise the algorithm:

- First, we use a space-filling curve to derive the order in which the grid is traversed. The other two components are based upon this technical fundament.
- Second, we do not use any pointer data structure to store the elements, the vertices and the associations between them but use only stacks [18]. Stack containers imply a high spatial and temporal locality for the data access. Hence, the cache-hit rates of the resulting algorithm are very high. We measured rates above 98 percent for all run examples [10]. High cache-hit rates in turn are an important ingredient to end up with a high-performance application [10], but not automatically given for PDE solvers. In [41], the hitrates for data to be found in the L2-cache or higher levels of the memory hierarchy are measured as 83 percent for a standard implementation of a red-black Gauss-Seidel solver on a 1024 x 1024 grid and 97.1 percent for a cache-optimized version. Furthermore, we thus avoid the overhead implied by pointer data structures.
- Third, we parallelised the traversal cutting the space-filling curve into equal-sized pieces, ending up with a domain decomposition approach. The resulting subdomains are known to be quasi-optimal [6], and there are many load-balancing approaches benefiting from space-filling curves [24].
6. **Particle transport in the drift ratchet.** To examine the movement of a single particle in one pore of the drift ratchet, we performed several simulation runs with different scenarios. Here, we still neglect the Brownian motion in order to isolate effects induced by the geometric asymmetry and the pressure oscillation from those stemming from the interactions with the Brownian motion.

6.1. **Three-dimensional simulations with F3F.** In all scenarios described below, we used a pore geometry with two chambers similar to the setting displayed in Fig. 6.1. The parameters used in our scaled simulation scenario are: density \( \rho = 10^3 \text{kg/m}^3 \), dynamic viscosity \( \eta = 10^{-3} \text{Pa} \cdot \text{s} \) (fluid), mean velocity at the inflow \( u_{\text{mean}} = 0.1 \text{m/s} \). In addition, the characteristic length (minimum diameter of the pore) and the particle diameter were set to 1 \( \mu \text{m} \) and 0.6 \( \mu \text{m} \), respectively. These properties lead to a flow regime with \( Re = 0.1 \).

![Fig. 6.1. Three-dimensional asymmetric pore with two chambers. The particle is displayed at three different time steps (i.e. different locations) and the color of the particle corresponds to its velocity (light color – low, dark color – high).](image)

6.2. **Simulation results.** In the first scenario, shown in Fig. 6.1, we computed the particle transport through a pore with constant velocity boundary conditions. The specified mean flow velocity was \( u_{\text{mean}} = 0.1 \text{m/s} \). Thus, the particle moves through the pore from the right to the left.

Fig. 6.2 shows the particle’s velocity in axial direction during its way through the pore. The development of the velocity follows the change of the flow velocity induced by the varying diameter of the pore very well. To be more precise, the velocity of the particle in the narrowed region between the two chambers reaches a maximum of \( 0.409 \text{m/s} \). For very small (diameter almost zero) particles, we would get a maximum velocity of \( 0.20 \text{m/s} \) in the same region. This explicitly shows the interaction of the particle with the flow field. Thus, it also underlines the need of a fully modeled particle movement in such situations. Hence, for the considered case it is not sufficient to use models of massless particles with passive behaviour.

The second scenario is of more practical interest as it already includes oscillating boundary conditions. Therefore, we used pressure boundary conditions where we set the pressure on the left-hand side of the pore to zero, while the pressure on the right-hand side oscillated within the range of \( p_{\text{min}} = -11 \text{kPa} \) and \( p_{\text{max}} = 11 \text{kPa} \). The frequency \( f \) was set to 7 kHz. Figs. 6.3 and 6.4 show the slightly delayed reaction of the particle’s velocity and movement to the induced oscillating flow field. Clearly, a directed movement of the particle cannot be observed yet due to the small number of simulated periods.
In the third scenario, we again used the oscillating boundary conditions, but we doubled the frequency of the driving pressure. Fig. 6.5 shows the resulting oscillations of the particle’s position. In addition to the frequency of the induced flow, we observe a second, lower frequency movement of the particle. The fact that we discovered low frequency components in the particle movement lead us to the idea that a whole series of frequencies for the particle movement could exist. If this series of frequencies tended to zero, it would, in the end, lead to a pure displacement and hence to a drift of the particle. However, very low frequencies can only be observed for very long simulation times which go beyond the scope of this paper.

These results emphasise the necessity of using fully modeled particle movements and...
Fig. 6.4. Relative position of a particle in an asymmetric pore, using an oscillating boundary condition ($f = 7$ kHz). The pressure on the right-hand side of the pore is given in units of the amplitude, and the position is relative to the center of the pore.

Fig. 6.5. Relative position of a particle in an asymmetric pore, using an oscillating boundary condition ($f = 14$ kHz). The position is relative to the center of the pore, as in Fig. 6.4.

show the correct functioning of our FSI approach for the motion of particles in low Reynolds number flows through asymmetric geometries.

6.3. Performance of the time discretisation. Table 6.1 presents the average number of time steps of size $dt$ needed for simulating a time advance $DT = 1.5 \mu s$ for different resolutions of the computational grid. Due to the condition (4.6), $dt$ has to be reduced with decreasing mesh size $h$ as shown in the first two columns of the table. The third column of Table 6.1 holds the number of small time steps $dt$ theoretically necessary for $DT$, whereas the last column shows the average number of time steps of size $dt$ that have effectively been performed according to our decoupling approach for the time scales (cf. Sect. 4.3).
Table 6.1

Theoretically necessary and effectively computed number of small time steps of size $dt$, according to the decoupling approach (cf. Sect. 4.3), required for a time advance $DT = 1.5 \mu s$. The results correspond to different mesh sizes $h$ at a frequency of $f = 10$ kHz.

<table>
<thead>
<tr>
<th>$h$ ((\mu m))</th>
<th>$dt$ (ns)</th>
<th>time steps (theor.)</th>
<th>time steps (eff.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0833</td>
<td>5.79e-1</td>
<td>2,590</td>
<td>412</td>
</tr>
<tr>
<td>0.0625</td>
<td>3.25e-1</td>
<td>4,615</td>
<td>218</td>
</tr>
<tr>
<td>0.0416</td>
<td>1.45e-1</td>
<td>10,345</td>
<td>314</td>
</tr>
<tr>
<td>0.0333</td>
<td>9.26e-2</td>
<td>16,199</td>
<td>1,238</td>
</tr>
</tbody>
</table>

Depending on the concrete resolution level, we needed to compute only about 3–16 percent of the theoretically necessary number of time steps. These results point out the advantage of employing the two time scales: progress of the simulation time with lower computational costs.

6.4. Two-dimensional computations with Peano. This section describes flow results obtained with Peano for two-dimensional flow scenarios simulated on adaptively refined grids. We have chosen the benchmark “laminar flow around a cylinder” [35] to compare the results of different grid setups with hard reference data. The test case scenario 2D–1 represents a steady-state flow around a cylinder placed in the front part of a two-dimensional channel at Reynolds number 20. The channel has a height and length of 0.41 and 2.46, respectively. The drag and lift coefficients $c_d$ and $c_l$ serve as reference data for the evaluation of the simulations’ accuracy. The accuracy depends of course both on the resolution of the cylinder (i.e. the maximum grid level of the spacetree) and on the solution accuracy in the whole domain (depending on the discretisation order, the mesh resolution, and the adaptivity pattern). All simulations have been performed on an Intel Pentium 4 architecture with a single processor of 3.4 GHz, 1 MB level-2 cache, and 2 GB RAM. We used the gcc 4.1.1\(^3\) with aggressive optimisation.

Table 6.2

Survey simulation results of the benchmark 2D–1 [35] computed on grids with a steep adaptive refinement around the cylinder (cf. Figures 6.6(a) and 6.6(b)). The maximum and minimum level of refinement represent the finest and coarsest mesh size in use. The drag ($c_d$) and lift ($c_l$) coefficients of the cylinder as well as the runtime of one time step in seconds are shown in the last three columns. The reference force coefficients taken from [35] are given in the last line.

<table>
<thead>
<tr>
<th>max. level</th>
<th>min. level</th>
<th>cells</th>
<th>vertices</th>
<th>$c_d$</th>
<th>$c_l$</th>
<th>CPU/time step [sec]</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>5</td>
<td>1622</td>
<td>1309</td>
<td>5.656</td>
<td>0.0324</td>
<td>0.060</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>1953</td>
<td>1578</td>
<td>5.521</td>
<td>0.0220</td>
<td>0.075</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>3017</td>
<td>2466</td>
<td>5.569</td>
<td>0.0158</td>
<td>0.100</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>5469</td>
<td>4438</td>
<td>5.540</td>
<td>0.0156</td>
<td>0.180</td>
</tr>
</tbody>
</table>

Table 6.2 shows the results for a suite of scenarios that have all the same minimum spacetree level five corresponding to the coarsest mesh size $h_{\text{max}} = 0.0455$. Around the cylinder, the grid is refined up to a maximum refinement level of nine (i.e.

\(^2\)At the moment, we achieve only first order accuracy at boundaries not conforming with grid lines. The development of a second order boundary discretisation following [3] or [39].
\(^3\)See http://gcc.gnu.org/.
\( h_{\text{min}} = 0.00056 \). Figures 6.6(a) and 6.6(b) show cut-offs of the corresponding grids for maximum grid levels of seven and eight. The “steep” adaptivity at the cylinder geometry (and there only) results in a quite moderate raise in the number of degrees of freedom. Since the coarsest mesh cells are quite close to the cylinder (see Figure 6.6), the coarse (and, therefore, inaccurate) flow data have a non-negligible negative impact on the force coefficients, even if the resolution of the cylinder geometry is quite fine. This will be remedied by the usage of a posteriori error estimators for dynamic adaptivity. Apart from accuracy considerations, Table 6.2 also show that the runtimes grow proportionally to the number of degrees of freedom. Thus, the adaptivity pattern and, in particular, the balancedness of the underlying spacetree do not have any influence on the runtime per degree of freedom or, in other word, we do not pay a price for complicated adaptivity patterns in terms of runtime.  

![Fig. 6.6](image)

Fig. 6.6. Visualisation of the adaptive grid refinement on level 7 (a) and 8 (b) of the benchmark flow around a cylinder 2D–1 (cf. [35]). The coarsest resolution in the channel domain is of level 5.

<table>
<thead>
<tr>
<th>max. level</th>
<th>min. level</th>
<th>cells</th>
<th>vertices</th>
<th>( c_d )</th>
<th>( c_l )</th>
<th>CPU/time step [sec]</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>6</td>
<td>4342</td>
<td>4167</td>
<td>5.678</td>
<td>0.0443</td>
<td>0.08</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>39073</td>
<td>38494</td>
<td>5.558</td>
<td>0.0135</td>
<td>0.69</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>39973</td>
<td>39222</td>
<td>5.684</td>
<td>0.0147</td>
<td>0.71</td>
</tr>
<tr>
<td>9</td>
<td>7</td>
<td>42501</td>
<td>41270</td>
<td>5.591</td>
<td>0.0113</td>
<td>0.78</td>
</tr>
<tr>
<td>ref. data</td>
<td></td>
<td>-</td>
<td>-</td>
<td>5.580</td>
<td>0.0107</td>
<td>-</td>
</tr>
</tbody>
</table>

We have run an additional sequence of simulations, shown in Table 6.3, in order to observe the effect of a better solution due to a more regular refinement in the overall domain. The first two scenarios with level six and seven, respectively, represent a completely resolved Cartesian grid (treated with the adaptive algorithm). The second two scenarios with maximum spacetree refinement level eight and nine, respectively, both keep the minimum level of seven and use additional adaptive refinement at the

\footnote{For comparisons of runtimes achieved with our methods compared to runtime-optimised solvers on regular grids see [22].}
cylinder. We observe a good convergence of the force coefficient towards the reference values. As expected, a further adaptive refinement at the cylinder results in a higher accuracy of the forces if the difference between the maximum and minimum refinement level is not too large (compare level nine in Tables 6.2 and 6.3). To get a feeling for the benefit of grid adaptivity, we compare setups of Tables 6.2 and 6.3 with similar accuracies of the force coefficients: Lines one and two in Table 6.3 (i.e. level six and seven) correspond to lines one and three in Table 6.2 (i.e. maximum level six and eight). The number of required degrees of freedom reduces by a factor of about three and fifteen, respectively, in the case of real adaptivity.

Concerning the memory requirement of the adaptive grid, Table 6.4 shows the amount of bytes needed for one cell and one vertex, respectively, compared to the regular grid holding only fluid degrees of freedom. The administration of grid adaptivity demands, thus, only twelve bytes per grid cells and about four bytes per grid vertex.

<table>
<thead>
<tr>
<th></th>
<th>bytes per cell</th>
<th>bytes per vertex</th>
</tr>
</thead>
<tbody>
<tr>
<td>regular grid</td>
<td>24</td>
<td>96</td>
</tr>
<tr>
<td>adaptive grid</td>
<td>36</td>
<td>100</td>
</tr>
</tbody>
</table>

7. Conclusion. In this paper, we presented a model, discretisation schemes, and two simulation codes for the transport of particles in a complex geometry on the micro scale. The underlying flow field is characterised by very small Reynolds numbers ($Re \leq 0.1$). The results obtained show that our numerical and implementational approaches are suitable to meet the requirements underlying this application. In contrast to and beyond established approaches for the simulation of suspended particles in fluid flows, an important focus of our work is on the correct computation of the forces acting on the particles. This is essential for our drift ratchet application to achieve a sufficient accuracy even in critical situations such as large particles in narrow regions (between two chambers of a pore, e.g.). Moreover, the same approach is well suited for more general fluid-structure interaction problems as well, where the correct force computation is of utmost importance. Thus, the presented work is complete in the sense that we could show the effectiveness of our methods for the example of the drift ratchet application.

On the other hand, we consider it as a preliminary study for further simulations of the drift ratchet scenario on the basis of models enhanced by further effects such as Brownian motion and particle interactions. Nevertheless, the current simulation results already give hints on a certain directed transport of particles which makes these further examinations very promising. For the simulation of more general fluid-structure interaction problems, the present state of our work marks the point from which we can now start to perform partitioned simulations for a great variety of scenarios and to test different possibilities for components such as interpolation and projection operators between the non-matching solver grids and the coupling strategy. Actually, these two aspects – more detailed simulations for the drift ratchet and enhancement of the methods for general fluid-structure interactions – will be the main focus of our future work.
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